Cyberbullying Detection Using Images
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Before the lecture

Quickly Recall

- In Lab 1 Cyberbullying Detection Using Al, we
have learned:
- The critical problem of Cyberbullying

Processes in Al development
1.  Data Collection
2. Data Annotation

All experiments are based on the textual model of

cyberbullying.
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* Q&A



ldentify cyberbullying in Text

| hate you! | dislike these people because...
You are an idiot, ... Get out from my house!
You are not my friend anymore... (xs

Based on words and phrases | hate, dislike, ugly, get out ...

State-of-the-art tools

Go gle SCX [+ 111 | I Amazon Rekognition



ldentify cyberbullying in images

Body-pose, emotion, object,

Based on five visual factors :
gesture and social factors




ldentify cyberbullying in images

Factors Attributes

Body-pose Factor »  Body Orientation

Joy, Sorrow, Anger,
Surprise

Facial Emotion Factor =

_| Loser, Middle finger,
"| Thumbs down, Gun

Gesture Factor

Object Factor > Gun, Knife

Social Factor : > LGBT symbols

Can we determine whether an image is "cyberbullying”

by these factors alone?




ldentify cyberbullying in images

|
| Front pose

Cyberbullying




ldentify cyberbullying in images

I
I | Frontpose | !

More low-level image
features:

man, running, grass,
water gun, ...

Cyberbullying




ldentify cyberbullying in images

|
| Front pose

More low level image
features:

Non-cyberbullyi
ng

man, running, grass,
water gun, ...




Working approach of fused model

Visual_» @Q B
Factors

MLP Feature ] A aNg
Vector — Jal Cyberbullying
= Score
Feature Fully
Image— D ” Fusion Connected
Layers
CNN

Feature Adaptive
Maps Pooling

The multimodal model used in the approach

More details can be found in 2021 NDSS paper: Towards Understanding and Detecting Cyberbullying in Real-world Images [link]



Capabilities of the model

Understanding the effectiveness of factors of
cyberbullying in images by using exploratory factors
analysis

Demonstrating the effectiveness of our factors in
accurately predicting cyberbullying in images, using
classifier model.

Evaluating the false positives of our model on the
Images depicting the American Sign Language.
Validation of our cyberbullying factors with a wider
audience.

Analyzing the capabilities of the state-of-the-art
offensive image detectors with respect to the
cyberbullying factors.



Evaluation of Al Model

. Accuracy

Number of correct prediction

A =
ceuracy Number of all prediction

|s accuracy a satisfactory evaluation metric?




Evaluation of Al Model

. Accuracy

- How about the dataset is not “balanced”,
e.g., 99% of the data is “non-cyberbullying”

99% OF ACGURACY|

« Can we say that the model is
R S THE R good at detecting
g"'.'fé"“"“'f““i "cyberbullying" samples?




Evaluation of Al Model

True Positive:

FCE
Cyberbullying

Model Prediction:
Cyberbullying

False Negative:

FCE
Cyberbullying

Model Prediction:
Non-cyberbullying

False Positive:

FCE
Non-cyberbullying

Model Prediction:
Cyberbullying

True Negative:

FCE
Non-cyberbullying

Model Prediction:
Non-cyberbullying




Accuracy, Precision, Recall, and
F1 score

. Accuracy

Number of correct prediction

A =
ceuracy Number of all prediction

~ TP + TN
"~ TP+ FP+TN+FN
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Accuracy, Precision, Recall, and
F1 score

. Precision

# correct predicted positive samples

Precision =
rectsion # all samples predicted as positive

TP
"~ TP+ FP
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Accuracy, Precision, Recall, and
F1 score

. Recall

# correct predicted positive samples

R =
ecall # all positive samples

TP
"~ TP+ FN
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relevant elements

false negatives

true positives

true negatives

false positives

retrieved elements

How many retrieved
items are relevant?

Precision = ——

How many relevant
items are retrieved?

Recall = ——

False Negative

/

Prediction:
non-cyberbullying

False Positive

Prediction:
cyberbullying

True Positive

Prediction:
cyberbullying

True Neqgative

Prediction:
non-cyberbullying 18



Accuracy, Precision, Recall, and
F1 score

F1 Score

2 * (Precision * Recall)
F1 Score =

Precision + Recall

— A good evaluation metric can work both on
balanced and imbalanced datasets
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Experiment

Let’s jump into our Lab2
https://colab.research.google.com/github/cuadvancelab/cua

dvancelab.github.io/blob/main/instructions/lab2/computer-
science/lab? interactive cs.ipynb
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https://colab.research.google.com/github/cuadvancelab/cuadvancelab.github.io/blob/main/instructions/lab2/computer-science/lab2_interactive_cs.ipynb
https://colab.research.google.com/github/cuadvancelab/cuadvancelab.github.io/blob/main/instructions/lab2/computer-science/lab2_interactive_cs.ipynb
https://colab.research.google.com/github/cuadvancelab/cuadvancelab.github.io/blob/main/instructions/lab2/computer-science/lab2_interactive_cs.ipynb

Questions

* Answer the following question in the chat

— What other gestures you think can be taken in
account to find cyberbullying?



Q&A




