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What is Cyberbullying? 

•Bullying that takes place electronically – cell phones, computers, and 
tablets, etc. 

•Can occur through text, image, apps, forums, gaming, and social 
media. 
• Wherever people can share, view, and participate in a discussion. 

•Content is usually hateful, offensive, abusive, or mean towards the 
target (person or group). 



Problem of cyberbullying on Images 

Threatening images like these can be sent to a victim to intimidate. 

Detecting such content helps in preventing negative health effects on victims 
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For easy annotation and arithmetic, we can label cyberbullying as 1 and non-cyberbullying as 0
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Detecting Cyberbullying on Images

Training – pass images and check how well the model is doing and adjust the model  

Model Cyberbullying / Non-cyberbullying

Model

Pass images through a trained model for detection

Error = 1 – 0 

Model predicted:  non-cyberbullying (0) 

True label: Cyberbullying (1)
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Adversarial Examples

Machine learning models are susceptible to adversarial examples. Adversarial examples are input data that 
have been changed slightly with the intention of causing the machine learning classifier to misclassify. 

Usually, the changes are imperceptible to humans, yet machine learning classifiers make mistakes. 

This is a security issues because real-world systems based on machine learning can be forced to produce 
incorrect output without the attacker having access to the system. for example, 

• Video surveillance systems

• Mobile applications for image classification

• Self driving cars

• Robots sensing the real-world through sensors and cameras
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Adversarial Attacks

• Assumptions 

• Black-box attacks
• Adversarial examples are fed to a targeted model during testing 

• Model architecture, parameters and training procedure is not known by the adversary 

• White-box attacks 
• Adversary knows the model architecture, parameters, training procedure, and training data

• Goals 
• Non-targeted attack – make the model predict the wrong label

• Targeted attack – make the model predict a specific (target) label that is not the source (original) label
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Lab demonstration 

See section 3.2 of lab manual to access the notebook


